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Nested Evaluation of a Polynomial

- A mathematical expression involving powers in one or more variables multiplied by coefficients is called a **monomial**, e.g., $5a^3b^5c$. 

Examples

- $3x^5 - x + 1$ is a polynomial of degree 5,
- $-y^7 + 5y^6 + y^2$ is a polynomial of degree 7,
- constants are polynomials of degree 0 (e.g., $4 = 4x^0$).
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An (algebraic) sum of monomials is called a polynomial.
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- A polynomial quotient
  \[R(x) = \frac{P(x)}{Q(x)}\]
  of two polynomials \(P(x)\) and \(Q(x)\) is known as a rational function. The process of performing such a division is called long division.
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- It is obviously more efficient than the direct term by term evaluation.
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**Big $\mathcal{O}$ Notation**

**Definition. (Big $\mathcal{O}$)**

Let $D \subseteq \mathbb{R}$ and $f: D \rightarrow \mathbb{R}$ and $g: D \rightarrow \mathbb{R}$ be two (real-valued) functions. We say $f(x)$ is $\mathcal{O}(g(x))$ ("big oh"), and we write $f(x) = \mathcal{O}(g(x))$, if $\exists M \in \mathbb{R}$ and $\exists C > 0$ such that $\forall x \in D$,

$$|f(x)| \leq C|g(x)|, \quad \text{whenever } x \geq M.$$

*Notice that this is just a notation, that is*
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- Notice that this is just a notation, that is
  - the equal sign in the expression does not really denote mathematical equality, and
  - $\mathcal{O}(\cdot)$ does not really mean that $\mathcal{O}$ is a mathematical function

- The value $M$ and the value $C > 0$ themselves are not important:
  - the significance lies in the existence of such $M$ and $C$, rather than the magnitude of these values.
The diagram below (see Figure 1) depicts an intuitive interpretation of the above inequality: the curve $y = |f(x)|$ will always be below the curve $y = C|g(x)|$ after $x$ has passed the mark $x = M$. 

**Figure :** Big O
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1. Let \( f : \mathbb{N} \rightarrow \mathbb{R} \) be given by \( f(n) = 2n - 3 \). Show \( f(n) = \mathcal{O}(n) \).
Examples

1. Let $f : \mathbb{N} \rightarrow \mathbb{R}$ be given by $f(n) = 2n - 3$. Show $f(n) = \mathcal{O}(n)$.

Solution. Observe

$$|f(n)| = |2n - 3| \leq |2n| + |-3| \leq 2|n| + 3 \quad \text{if } n \geq 3 \leq 2n + n = 3n$$

i.e. $|f(n)| \leq 3|n|$, $\forall n \geq 3$,

where we have made use of the triangle inequality

$$|2n - 3| = |(2n) + (-3)| \leq |(2n)| + |(-3)| = |2n| + |3| ,$$

By taking $C = 3$ and $M = 3$ (and $D = \mathbb{N}$), we see $f(n)$ is $\mathcal{O}(n)$.

We note that there are many different yet all valid choices of $C$ and $M$. For example,

$$|f(n)| \leq |2n| + |3| \quad \text{if } n \geq 1 \leq 2n + 3n = 5n , \quad \text{i.e. } |f(n)| \leq 5n, \quad \forall n \geq 1$$

implies we can choose $C = 5$ and $M = 1$ in the definition of $f(n) = \mathcal{O}(n)$. 
2. Show \( f(x) = \frac{3\sqrt{x}(2x + 5)}{|x| + 1} \) is \( O(\sqrt{x}) \) for \( x \in \mathbb{R}^+ \).

The set of positive real numbers is defined as \( \mathbb{R}^+ = \{x \in \mathbb{R} \mid x > 0\} \).
Examples

2. Show $f(x) = \frac{3\sqrt{x}(2x + 5)}{|x| + 1}$ is $O(\sqrt{x})$ for $x \in \mathbb{R}^+$. The set of positive real numbers is defined as $\mathbb{R}^+ = \{x \in \mathbb{R} | x > 0\}$.

**Solution.** The inequality

$$|f(x)| = \left| \frac{3\sqrt{x}(2x + 5)}{|x| + 1} \right| \quad x > 0 \leq \frac{3\sqrt{x}(2x + 5)}{x} = 6\sqrt{x} + \frac{15}{\sqrt{x}}$$

assume $x \geq 1$

$$\leq 6\sqrt{x} + 15 \leq 6\sqrt{x} + 15\sqrt{x} = 21\sqrt{x},$$

i.e., $|f(x)| \leq 21\sqrt{x}$ for $x \geq 1$, gives immediately $f(x) = O(\sqrt{x})$ (by choosing $C = 21$ and $M = 1$ in the definition).

Elementary mathematics have been used here:

- if $a < b$ then $1/a > 1/b$
- if $x > 0$ then $x + 1 > x$ so $\frac{1}{x+1} < \frac{1}{x}$
- $\frac{a+b}{c} = \frac{a}{c} + \frac{b}{c}$, etc.
Examples

3. Let \( f : \mathbb{N} \to \mathbb{R} \), \( f(n) = \frac{1}{2}n(n + 5) \). Prove \( f(n) = \mathcal{O}(n^2) \).
Examples

3. Let $f : \mathbb{N} \to \mathbb{R}$, $f(n) = \frac{1}{2}n(n + 5)$. Prove $f(n) = \mathcal{O}(n^2)$.

Solution. We need to find constant $M$ and positive constant $C$ such that $|f(n)| \leq Cn^2$ for all $n \geq M$ ($|n^2| = n^2$). There are different ways to achieve this, and we give below the 2 most obvious ones.

(a) $|f(n)| = \frac{1}{2}n(n + 5 \times 1) \leq \frac{1}{2}n(n + 5n)$ if assume $n \geq 1$

i.e., $|f(n)| \leq 3n^2$

We take in this case $M = 1$ and $C = 3$, so $f(n) = \mathcal{O}(n^2)$.

(b) $|f(n)| = \frac{1}{2}n(n + 5) = \frac{1}{2}n^2 + \frac{5}{2}n$

$\leq \frac{1}{2}n^2 + \frac{1}{2}n^2$ if assume $n \geq 5$

i.e., $|f(n)| \leq n^2$

We take in this case $M = 5$ and $C = 1$, so $f(n) = \mathcal{O}(n^2)$.
Simple Features of $\mathcal{O}$

Let $f$ and $g$ be mappings from $D \subseteq \mathbb{R}$ to $\mathbb{R}$, $f, g : D \rightarrow \mathbb{R}$, then

- $f(x) = \mathcal{O}(f(x))$, $|f(x)| = \mathcal{O}(f(x))$, $c \cdot f(x) = \mathcal{O}(f(x))$

where $c$ is any constant. For example, $n^2 = \mathcal{O}(n^2)$. 
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Let $f$ and $g$ be mappings from $D \subseteq \mathbb{R}$ to $\mathbb{R}$, $f, g : D \to \mathbb{R}$, then

- $f(x) = \mathcal{O}(f(x))$, $|f(x)| = \mathcal{O}(f(x))$, $c \cdot f(x) = \mathcal{O}(f(x))$ where $c$ is any constant. For example, $n^2 = \mathcal{O}(n^2)$.

- If $g(x) = \mathcal{O}(f(x))$, then $f(x) + g(x) = \mathcal{O}(f(x))$.
  This is because $g(x) = \mathcal{O}(f(x))$ implies the existence of constants $C > 0$ and $M$ such that $|g(x)| \leq C|f(x)|$, $\forall x \geq M$. Hence

  $$|f(x) + g(x)| \leq |f(x)| + |g(x)| \leq (C + 1)|f(x)|, \quad x \geq M$$

  which means $f(x) + g(x) = \mathcal{O}(f(x))$. For example, $n^3 + 4n = \mathcal{O}(n^3)$. 
Simple Features of $\mathcal{O}$

Let $f$ and $g$ be mappings from $D \subseteq \mathbb{R}$ to $\mathbb{R}$, $f, g : D \rightarrow \mathbb{R}$, then

- $f(x) = \mathcal{O}(f(x))$, $|f(x)| = \mathcal{O}(f(x))$, $c \cdot f(x) = \mathcal{O}(f(x))$
  where $c$ is any constant. For example, $n^2 = \mathcal{O}(n^2)$.

- If $g(x) = \mathcal{O}(f(x))$, then $f(x) + g(x) = \mathcal{O}(f(x))$.
  This is because $g(x) = \mathcal{O}(f(x))$ implies the existence of constants $C > 0$ and $M$ such that $|g(x)| \leq C|f(x)|$, $\forall x \geq M$. Hence

  $$|f(x) + g(x)| \leq |f(x)| + |g(x)| \leq (C + 1)|f(x)|, \quad x \geq M$$

  which means $f(x) + g(x) = \mathcal{O}(f(x))$. For example, $n^3 + 4n = \mathcal{O}(n^3)$.

- If $g(x) = \mathcal{O}(f(x))$, then $f(x) + \mathcal{O}(g(x)) = \mathcal{O}(f(x))$.
  Since $f(x) + \mathcal{O}(g(x))$ represents a quantity $f(x) + h(x)$ such that $h(x) = \mathcal{O}(g(x))$, we see from $f(x) + h(x) = \mathcal{O}(f(x))$ that
  $f(x) + \mathcal{O}(g(x)) = \mathcal{O}(f(x))$. For example,
  $$n^3 + 2n^2 + 5n = n^3 + (2n^2 + 5n) = n^3 + \mathcal{O}(n^2) = \mathcal{O}(n^3).$$
Simple Features of $\mathcal{O}$

- If $f, g : \mathbb{N} \rightarrow \mathbb{R}$, $f_1(n) = O(g_1(n))$ and $f_2(n) = O(g_2(n))$ then $f_1(n) + f_2(n) = O(max(g_1(n), g_2(n)))$
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- If $f, g : \mathbb{N} \to \mathbb{R}$, $f_1(n) = O(g_1(n))$ and $f_2(n) = O(g_2(n))$ then $f_1(n) + f_2(n) = O(max(g_1(n), g_2(n)))$

**Solution.**

By definition of 'big oh', there are two integers, say $M_1$ and $M_2$ and two constants $C_1$ and $C_2$ such that

- $|f_1(n)| \leq C_1|g_1(n)|$, for $n \geq M_1$
- $|f_2(n)| \leq C_2|g_2(n)|$, for $n \geq M_2$

Let $M_0 = \max(M_1, M_2)$ and let $C_0 = 2 \max(C_1, C_2)$ and consider the sum $f_1(n) + f_2(n)$ for $n \geq M_0$:

$$|f_1(n) + f_2(n)| \leq |f_1(n)| + |f_2(n)|$$
$$\leq C_1|g_1(n)| + C_2|g_2(n)|$$
$$\leq C_0(g_1(n) + g_2(n))/2$$
$$\leq C_0 \max(g_1(n), g_2(n))$$

Therefore $f_1(n) + f_2(n) = O(max(g_1(n), g_2(n)))$. 